Linear acceleration for 2D cellular automata
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~ Theorem

CAp(RT +f) = CAp((1 + €) RT +ef)
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Consider two-dimensional
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m Compress only the cone.

m All information goes into the
same direction.

m Origin sends signals to stop
information.

m Correction is small.
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m This construction works in any dimensin.

m In this model, CA)(RT) # CAp((1+€) RT).

m Much work to do to define the model properly
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