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I. Introduction



2-dimensional (Z2)

finite set of states Q
neighborhood V ⊆F Z2

local transition function
δ : QV → Q

→ Global transition function
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Consider two-dimensional
languages over a finite alphabet Σ.

Finite rectangular words.

Quiescent state # ∈ Q \ Σ as
filler.
Recognition at the origin cell.

Language recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognition
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Vn+1 = Vn ⊕ V

V is complete iff
∪

k∈N Vk = Z2

CH(V) : the smallest polygon of
R2 containing V
convex : V = CH(V)

∩
Z2
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The real time (RTV) is the lowest
t such thatJ0, nK × J0,mK ⊂ Vt(0).

CAV(RT) is the set of all
languages recognizable in real time
with V.

CAV(LT) =
∪

n∈N CAV(nRT) is
the set of all languages
recognizable in linear time with V.

Real timeReal timeReal timeReal timeReal timeReal timeReal timeReal timeReal timeReal timeReal timeReal timeReal timeReal timeReal timeReal timeReal time
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II. Linear speed-up for all
neighborhoods



CAV(RT+f) = CAV((1 + ϵ)RT+ϵf)

Theorem

Linear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theoremLinear speed-up theorem
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k−1
k RT

k−1
k RT(1 + ϵ)

f
k

Two main steps :

Compress the input

Compute faster

How to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerateHow to accelerate
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each Ri ⊂ V
V can simulate each Ri

for each input at least one Ri

has a real time very close to V
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III. Linear speed-up with
arbitrary input



Consider two-dimensional
languages over a finite alphabet Σ.

Finite connex words.

Quiescent state # ∈ Q \ Σ as
filler.
Recognition at a given origin
cell.

Language recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognitionLanguage recognition
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Choose a finite number of
directions.

Partition the plane into cones.

Compress each cone on a
different layer

CompressionCompressionCompressionCompressionCompressionCompressionCompressionCompressionCompressionCompressionCompressionCompressionCompressionCompressionCompressionCompressionCompression
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Compress only the cone.

All information goes into the
same direction.

Origin sends signals to stop
information.

Correction is small.
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IV. Conclusion



This construction works in any dimensin.

In this model, CAV(RT) ̸= CAV((1 + ϵ)RT).

Much work to do to define the model properly

ConclusionConclusionConclusionConclusionConclusionConclusionConclusionConclusionConclusionConclusionConclusionConclusionConclusionConclusionConclusionConclusionConclusion
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